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Abstract

This paper presents an unsupervised al-
gorithm which automatically discovers
word senses from text. The algorithm
is based on a graph model representing
words and relationships between them.
Sense clusters are iteratively computed
by clustering the local graph of similar
words around an ambiguous word. Dis-
crimination against previously extracted
sense clusters enables us to discover
new senses. We use the same data for
both recognising and resolving ambigu-

ity.
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on several parameters such as a granularity factor
and the size of the local graph. In section 4, we
outline a word sense discovery algorithm which
bypasses the problem of parameter tuning. We
conducted a pilot experiment to examine the per-
formance of our algorithm on a set of words with
varying degree of ambiguity. Section 5 describes
the experiment and presents a sample of the re-
sults. Finally, section 6 sketches applications of
the algorithm and discusses future work.

2 Building a Graph of Similar Words

The model from which we discover distinct word

senses is built automatically from the British Na-
tional corpus, which is tagged for parts of speech.
Based on the intuition that nouns which co-occur
in a list are often semantically related, we extract

This paper describes an algorithm which automacontexts of the fornNoun, Noun,... and/or Noun
tically discovers word senses from free text ance-g. “genomic DNA fronrat, mouseanddog'.
maps them to the appropriate entries of existing Following the method in (Widdows and Dorow,
dictionaries or taxonomies. 2002), we build a graph in which each node repre-
Automatic word sense discovery has applica-sents a noun and two nodes have an edge between
tions of many kinds. It can greatly facilitate a lexi- them if they co-occur in lists more than a given
cographer’s work and can be used to automaticalljpumber of times..
construct corpus-based taxonomies or to tune ex- Following Lin’s work (1998), we are cur-
isting ones. The same corpus evidence which sugently investigating a graph with verb-object,
ports a clustering of an ambiguous word into dis-verb-subject and modifier-noun-collocations from
tinct senses can be used to decide which sensewghich it is possible to infer more about the senses
referred to in a given context (Siatze, 1998). of systematically polysemous words. The word
This paper is organised as follows. In sectionsense clustering algorithm as outlined below can
2, we present the graph model from which we dis-be applied to any kind of similarity measure based
cover word senses. Section 3 describes the way wen any set of features.
divide graphs surrounding ambiguous words inta

different areas corresponding to different senses !Simple cutoff functions proved unsatisfactory because of
ina Mark lusteri D 2000). Th the bias they give to more frequent words. Instead we link
using Markov clustering (van Dongen, ). €each word to its tom neighbors where can be determined

guality of the Markov clustering depends stronglyby the user (cf. section 4).
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Figure 1: Local graph of the wonthouse Figure 2: Local graph of the wonding

3 Markov Clustering of agraphG,, is defined by settingM¢,, ), equal
Ambiguous words link otherwise unrelated areado the weight of the edge between nodgsindu,.

of meaning. E.g.rat andprinter are very differ- Normalizing the columns of\/¢,, results in the
ent in meaning, but they are both closely relatedVlarkov Matrix7¢;,, whose entrie¢I¢,, ), can be
to different meanings ofnouse However, if we interpreted as transition probability from to v,,.
remove themousenode from its local graph il- It can easily be shown that tiieth power of7¢,,
lustrated in figure 1, the graph decomposes intdists the probabilitiegT; ),, of a path of length
two parts, one representing the electronic devicé starting at node, and ending at node;.
meaning ofmouseand the other one representing The MCL-algorithm simulates flow i, by
its animal sense. There are, of course, many moréeratively recomputing the set of transition prob-
types of polysemy (cf. e.g. (Kilgarriff, 1992)). As abilities via two steps, expansion and inflation.

can be seen in figure 2ying “part of a bird” is
closely related tdail, as iswing “part of a plane”.
Therefore, even after removal of tleing-node,
the two areas of meaning are still linked \il.
The same happens witking “part of a building”

The expansion step corresponds with taking the
k-th power of7,, as outlined above and allows
nodes to see new neighbours. The inflation step
takes each matrix entry to theth power and
then rescales each column so that the entries sum

and wing “political group” which are linked via to 1.Via inflation, popular neighbours are further

policy. However, whereas there are many edgesupported at the expense of less popular ones.

within an area of meaning, there is only a small Flow within dense regions in the graph is con-

number of (weak) linkdetweerdifferent areas of ~centrated by both expansion and inflation. Even-

meaning. To detect the different areas of meantually, flow between dense regions will disappear,

ing in our local graphs, we use a cluster algorithmthe matrix of transition probabiliti€5,, will con-

for graphs (Markov clustering, MCL) developed verge and the limiting matrix can be interpreted as

by van Dongen (2000). The idea underlying thea clustering of the graph.

MCL-algorithm is that random walks within the ) )

graph will tend to stay in the same cluster rathe?t  Word Sense Clustering Algorithm

than jump between clusters. The output of the MCL-algorithm strongly de-
The following notation and description of the pends on the inflation and expansion parameters

MCL algorithm borrows heavily from van Dongen r andk as well as the size of the local graph which

(2000). LetG,, denote the local graph around the serves as input to MCL.

ambiguous wordv. The adjacency matrid/g,, An appropriate choice of the inflation param-



eterr can depend on the ambiguous wardto 5. Go back to 1 with the reduced/devalued set of
be clustered. In case of homonymy, a small infla-  featuresF'.

tion parameter would be appropriate. However, g Go through the final list of clustefsand as-
there are ambiguous words with more closely re-  sign a name to each cluster using a broad-
lated senses which are metaphorical or metonymic  ¢qyerage taxonomy (see below). Merge se-
variations of one another. Inthat case, the different  mantically close clusters using a taxonomy-

regions of meaning are more strongly interlinked  pased semantic distance measure (Budanit-
and a small power coefficientwould lump differ- sky and Hirst, 2001) and assign a class-label

ent meanings together. to the newly formed cluster.
Usually, one sense of an ambiguous wards

much more frequent than its other senses present
in the corpus. If the local graph handed over to the
MCL process is small, we might miss some@$  The local graph in step 1 consists of the n;
meanings in the corpus. On the other hand, if the‘\eighbours ofw and thens neighbours of the
local graph is too big, we will get a lot of noise.  neighbours ofw. Since in each iteration we only

Below, we outline an algorithm which circum- attempt to find the “best” cluster, it suffices to
vents the problem of choosing the right parametuild a relatively small graph in 1. Step 2 removes
ters. In contrast to pure Markov clustering, wenoisy strings of nodes pointing away fro6,,.
don't try to find a complete clustering ¢f,, into  The removal ofw from G,, might already sepa-
senses at once. Instead, in each step of the itefate the different areas of meaning, but will at least
ative process, we try to find the most disctinctivesignificantly loosen the ties between them.
clusterc of G, (i.e. the most distinctive mean-  |n our simple model based on noun co-occur-
ing of w) only. We then recompute the local graphrences in lists, step 5 corresponds to rebuilding the
G, by discriminating againsts features. Thisis graph under the restriction that the nodes in the
achieved, in a manner similar to Pantel and Lin’snew graph not co-occur (or at least not very often)
(2002) sense clustering approach, by removieg  with any of the cluster members already extracted.
features from the set of features used for finding The class-labelling (step 6) is accomplished us-
similar words. The process is stopped if the simiing the taxonomic structure of WordNet, using a
larity betweerw and its best neighbour under the robust algorithm developed specially for this pur-
reduced set of features is below a fixed thI'EShOldpose. The hypernym which subsumes as many

Let F' be the set ofv’s features, and let be the  cluster members as possible and does so as closely
output of the algorithm, i.e. a list of sense clus-as possible in the taxonomic tree is chosen as
ters initially empty. The algorithm consists of the class-label. The family of such algorithms is de-
following steps: scribed in (Widdows, 2003).

Output the list of class-labels which best rep-
resent the different sensesqwofin the corpus.

1. Compute a small local grapt,, aroundw
using the set of featurek. If the similarity
betweerw and its closest neighbour is below
a fixed threshold go to 6.

Experimental Results

In this section, we describe an initial evaluation
experiment and present the results. We will soon
carry out and report on a more thorough analysis
2. Recursively remove all nodes of degree oneqt oy algorithm.

Then remove the node corresponding with  \yg ysed the simple graph model based on co-

from Gy, occurrences of nouns in lists (cf. section 2) for our
3. Apply MCL to G,, with a fairly big inflation ~ experiment. We gathered a list of nouns with vary-
parameter which is fixed. ing degree of ambiguity, from homonymy (e.g.

4. Take the “best” cluster (the one that is mostarmg to systematic polysemy (e.gherry). Our

strongly connected tav in G,, before re- algorithm was applied to each word in the list

moval ofw), add it to the final list of clusters (with parameters:, = 20,n, = 10,7 = 2.0,k =
I, and remove/devalue its features frdin 2.0) in order to extract the top two sense clusters



only. We then determined the WordNet synsetgroaches. Preliminary observations show that the
which most adequately characterized the sensdifferent neighbours in Table 1 can be used to in-
clusters. An extract of the results is listed in ta-dicate with great accuracy which of the senses is

ble 1. being used.
Off-the-shelf lexical resources are rarely ade-
[ Word T Sense clusters [ Class-label | i K

arms knees trousers feet biceps hips elbows backs wifigdody part quate for NLP tasks without belng adapted. They
breasts shoulders thighs bones buttocks ankles Iegs .
inches wrists shoes necks often contain many rare senses, but not the same
h k h hods fil epe .

Koives explosives bombe bases mines projectles drjgs. ones that are relevant for specific domains or cor-

: [LssTes oS pora. The problem can be addressed by using

jersey israel colom_bo guernsey quemb(_)urg denmark m_a.taEuropean i 7
greece be_lg_lum §w_eden turkey gibraltar portugal ire- country Word sense Clustenng to attune an eX|St|ng re-
land mauritius britain cyprus netherlands norway ays- K .
tralia italy japan canada kingdom spain austria zealgnd source to accurate|y describe the meanings used
england france germany switzerland finland polapd ) .
america usa iceland holland scotland uk N a parthUlar COprS.
crucifix bow apron sweater tie anorak hose brace]etgarment . .
helmet waistcoat jacket pullover equipment cap collar We prepare an evaluation of our algorithm as
suit fleece tunic shirt scarf belt . . . . .

head vo@ce torso bac.k chest fage apdomen side be!ly groinbody part applled to the CO”Oca-tlon relatlonShlpS (Cf section
T ot ey, cotlar viaist taf 2), and we plan to evaluate the uses of our clus-
ceo treasurer justice chancellor principal founder pré¢s-person H H : H H H
ident commander deputy administrator constable [li- terlng algorlthm for UnSUpeersed dlsamblguatlon
brarian secretary governor captain premier executjve
chielf curator assistar:lt committee Ipatron rluler e more thoroughly'

oil heat coal power water gas food wood fuel steam taxobject
heating kerosene fire petroleum dust sand light steel
teleph timb ly drai diesel electricit
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